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Summary 

This paper describes a study which was initiated by the BITC (Bureau International Technique 
du Chlore) and carried out at the Von Karman Institute for Fluids Dynamics and the Solvay 
Research Laboratory in Brussels. 

The main purpose of the project was the setting up of a suitable mathematical model and as- 
sociated computer code to describe the down-wind dispersion of gaseous releases in real sites 
including industrial environments. Both theoretical and experimental studies were performed and 
have led to a model describing the behaviour of toxic gases in a medium sized domain. 

In studies on toxic gases, typical concentrations are usually low and the “hazard range” we are 
interested in is a long way from the source. Source effects, in this context, are considered to have 
such a limited influence that they can be neglected. 

The model can deal with a wide variety of sources (jets, stacks, area sources) and releases 
(instantaneous, short duration continuous). Moreover, obstacles can be interposed upwind and/ 
or downwind of the release point and real topography can be satisfactorily modelled. 

The model has been extensively validated against wind tunnel experiments and against other 
models used in atmospheric dispersion prediction. Close agreement has also been found between 
BITC model predictions and data obtained at full scale during the China Lake experiments. The 
BITC model is also able to show the influence of the pollutant density and the enhancement of 
dispersion in the presence of obstacles. 

On the basis of the validation tests carried out and the consistent results obtained, it is con- 
cluded that the BITC model can be regarded as a robust and reliable tool for predicting gas dis- 
persion. Moreover, the BITC model program code has been written so that it can be run on me- 
dium-sized computers. 

We consider that the dispersion model here described is not just another one in an already too 
long list but that it constitutes a definite improvement in assessing the effect of obstacles on the 
dispersion. 

1. Introduction 

Since 1980, the BITC, which is an association of European chlorine manu- 
facturers, has been deeply involved in theoretical and experimental studies 
concerning the atmospheric dispersion of heavy gases in complex environments. 

A theoretical study conducted at the Von Karman Institute (VKI) by Fous- 
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sat in the early eighties [ 1,2] had led to a mathematical model describing near- 
field turbulent dispersion of gases of any density in complex environments. 
Different atmospheric types were also taken into account. 

Subsequently, VKI, the Catholic University of Leuven and Solvay worked 
together to make significant improvements in the K-model, so that the current 
version consists of a computer code that calculates unsteady concentrations 
profiles in a previously calculated, steady turbulent velocity field [ 31. 

The mathematical model has been designed to meet the following challeng- 
ing objectives: 
l it should be applicable to the study of toxics (rather than flammable gases ) 

characterized by low concentrations at distances a long way from the source, 
l it should be sufficiently rigourous to handle atmospheric turbulence in com- 

plex domains over a full range of atmospheric conditions, 
l it should be capable of dealing with both continuous and instantaneous re- 

leases of passive gases and also gases which may be lighter or heavier than 
air, 

l it should be capable to be run on a departmental computer. 
In the first part of this paper, we will review the basic physics incorporated 

in the model and develop it in mathematical form. 
The second part is devoted to the methodology that was developed in order 

to validate the model against wind tunnel and field test experiments on the 
one hand, and to simulate practical industrial cases on the other. 

We then discuss in detail the way in which the computer code has to be 
preprocessed in order to derive the relevant physical input values and how the 
test set was selected. 

Finally, we will present some results obtained so far. 

2. Theoretical approach and mathematical modelling 

Insofar as Prandtl’s concept of a purely laminar sub-layer near a smooth 
surface is not applicable to atmospheric flows, we have to introduce turbulence 
mechanisms in the conservation laws of fluid mechanics that express the prob- 
lem mathematically. 

The Reynolds decomposition [ 1,4] acting on the state variables - wind 
velocities, viscosities, pressures, temperatures and concentrations - allows us 
to separate the average value effect from its purely turbulent counterpart. 

However, a full quantitative treatment of the derived system of equations 
would require a huge amount of both theoretical and computer work. 

Nonetheless, we feel that it is possible, by a judicious choice of approxima- 
tions, to keep the problem sufficiently rigourous and tractable for solving a 
large range of industrial scenarios [ 51. 

The strategy that was followed, when starting to build a mathematical model 
for heavy gases, was first to make it work correctly for passive gases, which 
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means that intensive tests were carried out to validate the model against wind 
tunnel experiments [ 2,561, other models [ 351 (amongst which the Gaussian 
ones), and available literature [ 7,8]. 

In this early stage, a great deal of effort was invested in studying the overall 
characteristics of dispersion and the behaviour of a cloud in obstacle wakes, 
the presence of obstacles being for us a point of major concern [ 2,5]. 

Particular attention was also paid to result sensitivity on mathematical pa- 
rametrization [ 1,5,9] (the mesh size in numerical discretization, the mathe- 
matical relaxation in the iterative solvers, the quantity of particles needed to 
simulate a gas cloud). 

Assumption 1 -Incompressibility of the atmospheric flow 
The atmospheric flow is assumed to be incompressible, which means that 

dynamic effects on compressibility can be neglected [4,5]. 
This neither means, however, that air flow is incompressible nor that ther- 

modynamic changes with height will not generate significant changes in density. 
In the latter case, temperature is assumed to be the main factor responsible 

for height-density variations. 
Although we must be aware that, over a substantial range of applications, 

the source effects, where gravity spread dominates, interact with ambient tur- 
bulence effects, we have the feeling that, in the case of small up to medium size 
releases of toxic gases (no flammability problems), we are allowed to look at 
heavy gas releases as a transient disturbance of the atmospheric surface layer. 
The model describes the continuous transition from heavy gas controlled flow 
at ambient temperature to dispersion by ambient turbulent dispersion only. 

Assumption 2 - Boussinesq approximation 
Although atmospheric flow is considered to be incompressible, while density 

is essentially dependent on temperature, we will neglect density variations in- 
sofar as they affect inertia and retain them only when combined with the ac- 
celeration of gravity in the buoyancy term of the momentum equation [ 1,4,5]. 

Assumption 3 - Gradient tramfer hypothesis for turbulence closure 
The Reynolds decomposition [ 41, naturally induces turbulent stresses and 

heat fluxes which have to be modelled. 
The closure adopted here is to assume that the turbulent stresses and heat 

fluxes are proportional to their mean value counterparts. 
A major consequence of this type of closure is that the momentum and en- 

ergy equations now contain viscous contributions which are important in the 
numerical method chosen for solving them. 
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Assumption 4 - Nee-Kovasnay turbulence model 
By using the approach described, it is possible to model the turbulent stresses 

and heat fluxes that appear as a consequence of the Reynolds decomposition. 
Essentially, this results in the introduction of a turbulent viscosity whose 

variation with height and downwind distance has not yet been made explicit. 
The way this is dealt with in the model is due to Nee and Kovasnay [lo], 

who treated both vertical and downwind turbulent viscosities as scalar quan- 
tities that are subject to classical conservation laws; that is as quantities which 
are transported by advection, which diffuse, which are produced and/or 
destroyed. 

Moreover, they treated turbulent viscosity as a self-diffusive process, the 
diffusion coefficient being viscosity itself. 

The original Nee-Kovasnay model has been extended [ 1,5 ] by adding a 
buoyancy production term in the vertical turbulent viscosity balance in order 
to reflect the effect of temperature stratification on turbulence. 

Assumption 5 - Thepollutant does not interact dynamically and thermically 
with air 

It is assumed that any interaction between pollutant and air momentum can 
be neglected even in the source area [ 1,5]. 

This means that the pollutant does not influence significantly the momen- 
tum balance of the transporting fluid. It also means that whenever this as- 
sumption does not hold, in the case of high pressure jets for instance, we have 
to deal with the source term separately in order to estimate the gas cloud size 
at the end of this initial phase. 

The two first stages following the release, i.e. the one where the turbulence 
generated by the accidental release process is important, and the second phase, 
in which the heavy gas cloud slumps as a gravity flow, are supposed to be stud- 
ied separately in order to provide the necessary source characteristics to get 
the study started at a stage where the major effects are the cloud excess density 
and the ambient turbulence. Dilution effects for example, should be quantified 
separately. Assumption 5 is essential in the sense that it allows us to decouple 
the concentration diffusion equation from the turbulent flow balances. 

The completed system of partial differential equations describing the tur- 
bulent flow field can now be written: 
Mass 
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Momentum 

Turbulence 

(2) 

(3) 

(4) 

Here u denotes the mean horizontal wind velocity, w the mean vertical wind 
velocity, x downwind distance, z height, p mechanical turbulent viscosity, $J 
kinematic pressure, g gravitational constant, T temperature, 13, reference po- 
tential temperature, y kinematic air viscosity, A and B model constants, L$ 
characteristic length scale, and PO is buoyancy production/loss term. All pa- 
rameters are in SI units (see also Notation section). The buoyancy produc- 
tion/loss term PO is expressed using the gradient Richardson number (Ri,) in 
the form: 

where C is a model constant and Prt the turbulent Prandtl number. Adding 
natural boundary conditions: 
l a given upstream velocity profile, 
l ground level values for the state variables (null velocity, given temperature), 

as well as along buildings, 
. continuous flux conditions elsewhere (downstream and along the upper 

boundary), 
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the system is then solved numerically hy using an iterative procedure (time 
marching based on a marker and cell (MAC) finite difference scheme [ ll- 
131). 

The MAC method, which was originally developed for calculating transient 
flows, has been used in the present work, as an iterative technique for getting 
the steady state of the Navier-Stokes set of equations. 

The original MAC technique was slightly adjusted by introducing an artifi- 
cial viscous contribution [ 111, which places our formulation between the cen- 
tered discretization and the full upstream one (Donor Cell). 

Typically, we obtain for the convection terms, expressions like: 

- (ui,j-1 -ui+l,j-1 1 (k,j-1 +ui,j)-aluij-1 +ui+l,j-1 I (&j-l -“i,j)l, 

where LX is an adjustable model parameter varying between 0 and 1; a = 0 leads 
to the original MAC formulation, while cy = 1 corresponds to the Donor Cell 
one, which introduces a significant artificial viscosity. The latter, only influ- 
ences the transient state and by no way, penalizes the steady state. 

However, the damping introduced by this artificial viscosity, if not con- 
trolled, will strongly affect the computer code performances; that is why we 
choose (Y, slightly larger than the maximum value of the quantities 

121 and 121 

as close as possible to 1: 

The restrictions made on the time step St, mainly come from the fact that 
the finite difference forms of the continuous equations account for transfers 
between adjacent cells. 

The condition: 

which expresses the fact that the fluid is not allowed to flow across more than 
one computational cell in one time step, is natural in the sense that the con- 
vective flux approximations assume adjacent cell exchanges only. 
On the other hand the “parabolic type” condition 

fd 
[ 

1 

2 (1/&c)2+(1/&)2 1 min WrlJltl,) 
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limits the speed at which momentum of heat diffuses, again in order to keep 
the phenomenon inside one cell. 

It should be emphasized that this two-dimensional steady-state system of 
equations is solved independently from the pollutant dispersion balance, which 
is completely decoupled (Assumption 5) and simply expressed by the relation: 

Notice that, in this three dimensional unsteady equation, the mass transfer 
coefficients are equal to the mechanical ones; this is due to the fact that their 
ratio - the Schmidt number - is assumed to be close to unity [5]. 

Equation (5 ) is solved by using a Lagrangian discretization technique, the 
pollutant being considered as the sum of a sufficiently large number of particles 
moving in the previously computed velocity field. 

The diffusional velocities: 

PZ dc -_ 
c & 

and !!& 
c 62 (6) 

are replaced by randomized velocities [ 1,3]; the random displacement is as- 
sumed to be of Gaussian probability with standard deviation: 

o=J2h&, i=x, y, (7) 

6t being the time step. This formulation, however, seriously underestimates 
the mean plume rise in turbulent shear layers, in that the random displacement 
of a particle obeying a Gaussian law of zero mean and of variance given by eqn. 
(7) does not express the fact that turbulence influences the rise of the plume 
centroid. A new approach, better suited for non-homogeneous turbulence was 
developed [ 6,141 by adding to the previous random displacement a term taking 
into account the tendency of the pollutant to be transported in the direction 
of increasing turbulent length scales. This term proportional to the gradients 
of the typical turbulent parameters, does account for the mean “turbulent” 
displacement of the plume centroid. 

3. Methodology for model validation 

The model as described employs descriptive physical parameters which are 
likely to be unfamiliar to industrial users, who will tend to think in terms of 
stability classification schemes [ 151. 

As a result, some additional work needs to be done to make the program 
better suited to practical applications. 

Development work was carried out to the point where a fully integrated set 
of programs has been set up. These are easy to handle and make extensive use 



338 

of graphics both for testing mathematical convergence and picturing pollutant 
concentration profiles [ 31. 

Finally, a broad range of test cases was developed, based on wind tunnel 
[ 1,161 and field test experiments [ 7,17,18 ] as well as on our own experience 
and current literature [14,X&19,20]. 

We will not dwell in this work on the important mathematical validation 
work that has been conducted by Foussat [ 11, Schreurs [5 ] and Vergison [9] 
in order to check the model mesh sizes, so as to find out the number of particles 
needed for simulating a cloud and, as well as to calibrate the overrelaxation 
parameters in the iterative MAC algorithm. 

3.1 Physical data preprocessing 
The mathematical model handles physical quantities such as the roughness 

height, the Monin-Obukhov length and the friction velocity, that are closely 
related both to the mechanically and thermally induced turbulence and to dis- 
persive behavior of the atmospheric surface layer. 

Industrial users will be more familiar with an expression of Pasquill stability 
classes, a typical velocity at reference height and roughness height as given in 
[ 211 and [ 221. A precprocessor called METE0 asks for these data in order to 
calculate the relevant information for running the code. 

Some guidance is also provided in order to avoid inconsistent data as, for 
instance, incompatible stability classes and temperature gradients, wind speeds 
or insolation [ 21-231. 

The physics upon which METE0 is based essentially relates he Monin- 
Obukhov length [ 4,241, which expresses the height at which thermal stresses 
balance the mechanical ones, to practical data [ 31. 

3.2 Fully integrated computer code 
The computer code was built as a weakly coupled jigsaw, which means that 

each module (METE0 preprocessor, turbulent flow field and dispersion cal- 
culations, graphical output and printouts) although precisely integrated in the 
whole procedure, as shown in Fig. 1 below, can be handled and controlled 
independently. 

The sequence of operations starts with preprocessing the data, as just de- 
scribed. The turbulent flow field is then obtained as the asymptotic state of a 
time marching iterative procedure [ 11. 

Convergence is established graphically by placing graphical “sensors” in the 
most turbulence sensitive parts of the domain (near buildings for instance). 
In this way we can check the convergence of all the state variables (velocities, 
viscosities, temperature and pressure) [ 31. 

Establishing convergence this way avoids tedious manual examination of 
numerical printouts or non obvious, internally coded, automatic convergence 
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Fig. 1. Structure of the BITC code. 

criteria. Intensive tests have been carried out to check the robustness of this 
approach. 

Once the flow field converges for a given building configuration and fixed 
atmospheric class, we are then able to simulate a wide range of three dimen- 
sional dispersion scenarios, such as 
puffs or continuous releases of any duration; various types, and sizes of sources 
(linear, surface or volume); gases which are passive, heavier of even lighter 
than air. 

Cloud development can be followed either by analyzing the numerical output 
or again by using graphical tools. In the latter case, we can get both qualitative 
(pictures of the cloud) or quantitative (isoconcentrations lines) information. 

A great deal of attention has also been given to ensuring that the computer 
code is portable: the language is ANSI-FORTRAN 77 and graphics are based on the 
Graphical Kernel System (G.K.S., an IS0 norm). Minimal effort is required 
to implement the program on different machines. 
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3.3 Validation test sets 
Validation of the BITC computer code was a key element of the study which 

was carried out both at the Von Karman Institute for Fluids Dynamics and at 
the Solvay Research Laboratory. 

As mentioned previously, this validation required direct comparison with 
data obtained at full scale and from wind tunnel experiments. It was also nec- 
essary to check the BITC code against other computer codes currently used in 
atmospheric dispersion prediction. 

A preliminary, but extensive, validation was undertaken at the Von Karman 
Institute for Fluid Dynamics by comparing calculated values with wind tunnel 
data. 

Among these tests, CBrF3 (molar mass 149 g) releases from an elevated 
point source ( zgource =0.056, where 6 is the boundary layer thickness) in an 
artificially thickened turbulent boundary layer seem to be particularly signif- 
icant [ 251. The wind tunnel which had a 180 mm by 350 mm rectangular cross 
section was characterized by a 2 m long test section. Vortex generators and 
surface roughness were used to generate a turbulent mean velocity profile close 
to the one in the section atmospheric boundary layer, 

Figure 2 compares the experimental and predicted decay of maximum con- 
centration downstream of the source; apart from the near surroundings of the 
source, the two profiles are in agreement. 

A more detailed study conducted by Riethmuller and Borrego [ 251 compares 

IO - 

Fig. 2. Longitudinal decay of maximum concentration for heavy gas free dispersion from a point 
source. 0 Experiment, and -prediction. 
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predicted and experimental concentration profiles at different longitudinal lo- 
cations (Fig. 3 ) . Again the agreement is quite good apart from a slight under- 
estimation of the plume spread quite near to the source; it leads us to emphasize 
that the present model represents a valid tool for the prediction of heavy gas 
dispersion in the atmospheric surface layer. 

To ensure and check the robustness of the code and the validity of the basic 
physical hypotheses adopted, intensive tests were also carried out by Solvay to 
show: 
l the consistency with Gaussian models in typical free-field situations, 
l the effect of the pollutant density on the dispersion process, 
l the influence of atmospheric stability, 
l the effect of the wind speed on dispersion, 
l the dependence on the pollutant release rate, 
l the influence of the emission duration, 
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Fig. 3. Concentration profiles for heavy gas and point source in a simulated atmospheric boundary 
layer. VX=~X,,,~ (a), 17x,,, (b), and 50x,,, (c) respectively. Prediction -.-, and - 
experiment. 
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l the prominent part played by buildings in the dispersion phenomena, 
l good agreement with the results from the experimental releases of methane 

in the BURRO tests (China Lake Experiments) and from the Thorney Is- 

land tests. 
More then 3000 hours CPU time were spent on a VAX 11/780. The results 

obtained and the conclusions which have been reached are summarized in the 
next section. 

Fig. 4. Continuous emission from a chimney. Conditions: Neutral atmosphere D (free field), 30 
m chimney, Z,,=O.l m, ulOm= 5 m/s, VT= - 1°C/lOO m, and exhaust flowrate= 10 kg/s. Predic- 
tions by: + + Gaussian model, -0- BITC (heavy gas), and-X- BITC (passive gas). 
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4. Main results of the tests performed with the BITC computer code 

4.1 Comparison with the Gaussian model in typical free field situations 
The BITC program has been extensively checked against Gaussian predic- 

tions under different atmospheric stability categories (unstable, neutral and 
stable). 

N 

Distance from the source (m) 

Fig. 5. Comparison between Gauss model and BITC model programs. Conditions: continuous 
emission, free field, passive gas, source at ground level, 2, = 0.03 m, ul,, m= 3 m/s and flowrate = 1 

kg/s. + + Neutral Gauss, -+- neutral BITC, -0- stable Gauss, - 0 - stable BITC, -O- 
unstable Gauss, and - 0 - unstable BITC. 
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In the case of a passive gas emitted from a stack there was close agreement 
between BITC model predictions and Gaussian model predictions (see Fig. 4). 
This can be regarded as a worthwhile comparison, because under these con- 
ditions, the Gaussian model is usually regarded as reliable. 

In the case of a passive gas emitted at ground level, there was good agreement 
between both models too (see Fig. 5) inspite of the fact that the Gaussian 
model is not really appropriate for emissions at ground level. 

4.2 Influence of the pollutant density 
Although the BITC model was initially aimed at predicting the dispersion 

of heavy gases, it can, in fact, predict the dispersion of a gas of any density 
provided we restrict ourselves to scenarios where the hazard range is suffi- 
ciently far from the source and the concentrations are low enough to avoid the 
source effects. Figure 4 shows the calculated effect of the pollutant density (a 
passive gas such as air, and chlorine have been used as examples). 

In comparing the behaviour of passive and heavy gases, it is worth noting 
that the difference is very pronounced in the immediate and intermediate zones 
but rather small in the distant zone (beyond a few hundred meters from the 
source). This is due to the well known fact that the passive gas diffusion pro- 
cess represents the asymptotic far field behaviour of a heavy gas cloud. 

In all the tests which were carried out, the plotting routines which were 
developed at the Solvay Computer Center proved particularly useful by pro- 
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Fig. 6. Influence of the pollutant density of H, (a) and Cl, (b). 



345 

viding graphical outputs for the velocity field calculation and dispersion 
programs. 

These plotting routines enable us to see the graphical distribution of the 
pollutant particles in the symmetry plane. Figure 6, for example, shows hydro- 
gen and chlorine gas emissions from a stack. 
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Effective vertical viscosity (17121s) 

Fig. 7. Effective vertical viscosity. Conditions: -O- stable (Z’C/lOO m), + + stable (l”C/lOO 
m),-O-stable (O”C/lOOm),-X-neutral (-l”C/lOOm),-O-instable (-2”C/lOOm),and 
-A- instable (-4”C/lOO m). Z,=O.O3 m, u1,,==3 m/s. 



346 

4.3 Influknce of atmospheric stability 
The turbulence in the atmospheric boundary layer is described in a very 

detailed way based on the thermally and mechanically generated turbulence 
simulated by the vertical effective viscosity (see Fig. 7). 

The atmospheric stability feature has been checked in comparing the BITC 
model with the Gaussian model under different Pasquill categories (neutral D, 
unstable A an stable F) .There was close agreement between the BITC model 
and Gaussian predictions (see Fig. 5). 

Distance from t? sour:,” (m) 

Fig. 8. Influence of the wind speed. Conditions: neutral atmosphere D, free field, continuous emis- 
sion (10 kg/s) of chlorine, source at ground level, Z,=O.Ol m, VT= - l"C/lOO m. Wind speed at 
a height of 10 m (u,,,) in: + + 5 m/s, -0- 10 m/s, and-n- 15 m/s. 
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In Fig. 5 the wind speed is the same (3 m/s) for the three different stability 
categories chosen and the difference observed between the 3 dispersion curves 
is only due to the 3 different thermal gradients, VT, adopted ( - 3”C/lOO m for 
unstable, -l”C/lOO m for neutral and +2”C/lOO m for stable). 

4.4 Influence of the wind speed 
To show the influence of the wind speed on dispersion, a 10 kg/s chlorine 

release in neutral atmospheric conditions has been assumed with 3 different 

Fig. 9. Influence of the flowrate. Conditions: neutral atmosphere D, free field, continuous chlorine 
spill from a source at ground level, Z,, = 0.1 m, u lom=5m/sandVT=-1”C/100m.Releaserate: 
+ -t- 10 kg/s, - A - 5 kg/s, and .-0-. 1 kg/s. 



+ + 

\ 

+ + + + 

++ 

Fig. 10. Influence of the emission duration. Conditions: neutral atmosphere D, free field, contin- 
uouschlorine spillat 10 kg/s from agroundlevel source,Z,,=O.l m, ulorn=5 m/s,andVT= - 1 “C/ 
100 m. Emission duration: -O- 1200 s, -X- 300 s, ,-O-. 60 s, and + + 10 s. 

wind speeds (5, 10 and 15 m/s). As expected, dispersion is significantly im- 
proved as the wind speed increases (Fig. 8). 

4.5 Influence of thepollutant release rate 
The direct effect of the pollutant release rate on dispersion is clearly shown 

in Fig. 9 (isopleths), where a continuous emission of chlorine at ground level 
has been considered for 3 different release rates (1, 5 and 10 kg/s). As ex- 
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60s 

Fig. 11. Puffs of chlorine in stable atmosphere F. Conditions: source at groundlevel, flowrate 10 
kg/s, Z,=O.l m, uIom= 2 m/s, building dimensions are L =80 m and H= 24 m. - x - Free field 
(300 s), +G with building (300 s), - l -free field (60 s), and-O- with building (60 s). 

petted, the ground level concentrations predicted depend linearly on the pol- 
lutant release rate. 

4.6 Influence of the emission duration 
To investigate the effect of the emission duration, a 10 kg/s release of chlo- 

rine at ground level in neutral atmospheric conditions has been assumed. Four 
different emission durations have been considered: 10,60,300 and 1200 s. Fig- 



r;;- 
1000 

Fig. 12. Influence of buildings in stable atmosphere F. Conditions: continuous chlorine emission 
at 10 kg/s from a source at ground level, Z,,=O.l m, ul,, ,=2 m/s, and VT=2”C/lOO m. + + 
Without building, -X-with building, (H= 12 m), and -O-with building (H=24 m). 

ure 10 shows the maximum ground level concentrations predicted by the BITC 
model in each case. 

It appears that the effect of the emission duration is more important in the 
distant zone and less significant close to the source. 

Moreover, it appears that in the neutral atmospheric conditions considered 
(with a wind speed of 5 m/s) the emission of 1200 s duration produces similar 
results to a continuous emission in the intermediate zone assumed (up to 1000 
m from the source). 
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Fig. 13. Influence of buildings. Conditions see Fig. 12. (a) 240 s, (b) 600 s, and (c) 100 s (Hz24 
m). 

4.7 Influence of 2-D buildings on dispersion 
An important feature of the BITC model is its ability to take into account 

the effect of obstacles on the down-wind dispersion processes. 
However, for the model’s 2-D velocity field calculation to be valid, obstacles 

must be assumed to be infinite perpendicularly to the wind direction. This 
means that only a restricted selection of obstacles can be simulated, such as 
walls, large buildings, channels, roadways, and so on. 

Figure 11 shows the effect of 2-D buildings interposed in the gas path. In the 
simulations performed, the buildings extend 80 m downwind and 2 different 
heights are considered (12 and 24 m). Because of the program limitation to 
two dimensions the buildings are assumed to extend laterally to infinity. The 
effect of buildings has been simulated for different atmospheric stability classes 
and different pollutant emission durations. 



Fig. 14. Influence of a building in neutral atmosphere D. Continuous chlorine emission at 10 kg/ 
s from a source at ground level, J&=0.1 m, ul,, == 5 m/s, and VT= - lo C/l00 m. + + Without 
building, -0- with a 12 m high building, 80 m in the wind and 40 m in the cross wind direction. 

It can be seen that the presence of obstacles in the gas path improves signif- 
icantly the dispersion process, especially in stable atmosphere F (see Fig. 12). 

Figure 13 shows the graphical distribution of the particles in the symmetry 
plane. Thanks to this useful pictorial representation, the behaviour of the par- 
ticles in the vicinity of the obstacles is clearly shown. 

4.8 Influence of finite 3-O obstacles 
Although the model can in principle be used to solve the velocity field for a 

domain containing real 3-D obstacles, the required CPU time for the current 
generation of computers is impractically long. 
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Consequently, the computer model has to be restricted to a 3-D field con- 
taining 2-D obstacles. 

This restriction means that the gas is assumed to pass over the top of an 
obstacle in all cases, whereas in practice under some conditions, heavy gas 
would tend to bifurcate around an obstacle. 

Thus, it was necessary to develop corrections to apply to the 2-D version of 
the BITC code to provide a practical method of modelling a field containing 
finite 3-D obstacles. 

For this purpose, many experiments were performed in the wind tunnel at 
the Von Karman Institute. On the basis of these experiments it is possible to 
conclude that the critical parameter determining the behaviour of the gas plume 
is the width to height ratio of the obstacle. 

In particular, the gas plume will tend to split and pass on either side of 3-D 
obstacles for plume width-to-height ratio smaller than or equal to 7. Empirical 
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Fig. 16. Simulation of Thorney Island experiments. Solid lines are calculated at centerline, 0 
measured at centerline, and l measured near centerline. (a) Experiment 8, and (b ) experiment. 
13. 

corrections have therefore been made to the 2-D programs to match wind- 
tunnel experimental data, and to enable practical dispersion behaviour to be 
modelled around a finite 3-D obstacle. 

Figure 14 shows the ground-level concentrations predicted by the BITC pro- 
grams when a finite 3-D obstacle is interposed in the chlorine gas path 
(width=40 m, height ~12 m). 

4.9 Comparison with the China Lake experimental releases 
As explained previously, the BITC model was first validated against wind 

tunnel measurements and was then successfully checked against other models. 
A complete validation of the BITC model also requires direct comparison 

with data obtained at full scale, whether by experiment or from well docu- 
mented accidents. For this purpose, the results from the experimental releases 
of methane at China Lake in the BURRO tests were compared with simula- 
tions by the BITC program. Good agreement was found between the experi- 
mental results and the computed ones. 

In Fig. 15 the distance to the LEL (Lower Explosive Limit) was plotted 
against time, both as measured experimentally and as calculated by the BITC 
program. The small difference between the curves is due to the fact that the 
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experimental results demonstrate the effect of random fluctuations in weather 
conditions which cannot be calculated predictively. 

4.10 Comparison with Thorney Islund experiment no. 13 
This comparison was made by Schreurs [5], Figure 16, reproduced from his 

work, shows the rather good agreement between calculated and observed val- 
ues for Thorney Island experiments of heavy gas dispersion nos. 8 and 13. 

5. Conclusions 

The BITC computer code should now be considered as a valuable tool for 
investigating atmospheric dispersion of heavy gases in complex environments. 

Its specificity makes it a complement to the existing less sophisticated models 
that are commonly used in industry when roughing out a problem. 

The large test set that was set up in order to validate the code does represent 
a fairly significant set of industrial scenarios. 

Taking into account the recent developments in computer science and hard- 
ware, we can expect reasonable computer times needed for an intensive use of 
the present code, on the one hand, and we are now able to emphasize both a 3- 
D version of the turbulent fluid flow and a refined description of what happens 
during the early stages of an accidental process, on the other. 

Notation 

A 
B 
c 
C 

g 

L 
Ld 
Pr, 
P8 
Rig 
S 
T 
U 

UX 

horn 

W 

x 

Y 

i0 

constant in turbulence model 
constant in turbulence model 
constant in buoyancy production/loss term of turbulence model 
concentration, kg/m3 
acceleration of gravity m/s” 
Monin-Obukhov length, m 
length scale in turbulence model, m 
turbulent Prandtl number 
production/loss term in turbulence model, m”/s” 
gradient Richardson number 
source term, kg/m3 
temperature, K 
mean horizontal wind velocity, m/s 
friction velocity, m/s 
windspeed at a height of 10 m, m/s 
mean vertical velocity, m/s 
downwind distance, m 
cross-wind distance, m 
height, m 
roughness height, m 
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horizontal mechanical turbulent viscosity, m2/s 
vertical mechanical turbulent viscosity, m”/s 
horizontal turbulent heat transfer coefficient, m2/s 
vertical turbulent heat transfer coefficient, m”/s 
reference potential temperature, K 
kinematic viscosity of air m2/s 
kinematic pressure (pressure divided by density), m2/s2 
boundary layer thickness, m 
adjustable model parameter 
gradient 
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